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Abstract 
Purpose  
Information technologies are commonly used in architectural and urban design. The use of these 
technologies providing support at every stage of the design opens up different perspectives for 
designers and users. The aim of the study is to obtain user demands for green spaces of a specific 
district by mining data through social media and to detect the actual green spaces of the same 
district using applications developed for this purpose. User demands for design decisions and 
applications of green spaces and the current situation of the study area are evaluated.  
Design/Methodology/Approach  
The research is firstly realized through social media, and data obtained from Twitter is analysed in 
order to evaluate user demands for parks and green spaces of Ataşehir district in İstanbul City. 
Secondly, all green areas in the same district are detected by using digital maps. Two applications 
are specifically designed for this research; Tweet Grabber is used for user sentiment analysis on 
social media and Map Grabber is processed for extraction of green spaces via maps. The total area 
of the green spaces is compared with the desired area of open and green spaces per user.  
Findings  
The user demands and thoughts obtained in the study about the green spaces of the district are 
compatible with the actual situation of green spaces. It is observed that the users are mostly 
dissatisfied with the adequacy of green spaces. Designers, politicians, municipalities and all 
stakeholders can benefit from the obtained user expectations and feedback. Interpreting user 
demands by mining data through social media enables user participation in design decisions. This 
research method can be supportive and adaptive in related issues of design for the cities, enabling 
user participation in architectural and urban design. 
Research Limitations/Implications  
Parks and green spaces of Ataşehir district of İstanbul are taken as a case study. Twitter is chosen 
for mining of data in social media based on parameters such as keywords and location.  
Social/Practical Implications  
The impact and support of users in design decisions can be clearly demonstrated by advanced 
information technologies. Mining data through social media and developed applications will 
contribute to design decisions and policies for architectural and urban spaces. 
Originality/Value  
Tweet Grabber and Map Grabber applications are developed for this research in order to get text 
based and image based data. The research includes a unique case study for mining data through 
social media on a specific design issue and target location. 
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INTRODUCTION 
Dissemination of information is faster and more effective today than in 
the past decades. More data can be accessed more quickly in each 
business sector. Obtaining and interpreting user data in design issues 
have been carried out with traditional methods for centuries. Nowadays, 
the process of obtaining and evaluating this data is changing with the 
opportunities provided by the rapidly increasing acceleration of 
information technologies. Studies using data mining method have 
started to play a critical role in identifying different problems in design 
issues and developing solutions under this topic. The use of user 
sentiment analysis and map processing techniques has been revealed to 
allow a researcher in design field to process data that is far too big for 
manual processing. The analysis of urban data helps to get information 
about the city and opinions of the citizens for planning and decision 
making (Psyllidis et al., 2015). Resch et al. (2016)  carried out a study on 
evaluating emotions of the citizens by analysing data from social media 
and they conclude that extracting emotions from social media can 
remark planning aspects of cities; and the emotions, thoughts and 
expectations about the city detected by tweets can be utilized in urban 
planning process. Technology enables the citizen participation in public 
planning projects through the medium of Web (Brabham, 2009). Tasse 
and Hong (2014) inform in their study that social media data can help 
planners for future projects, can be useful for measuring the pulse of 
residents and for their integration to new cities. Salesses et al. (2013)  
indicating that available data for urban perception is limited, used a 
method in their study based on online image ratings to quantify how 
users perceive the cities. They pointed at the future development of 
different techniques to explore how urban issues are perceived. As 
Seltzer and Mahmoudi (2013) inform in their study, citizen involvement 
is the result of multiple techniques in planning processes enabling to 
make better decisions for liveable communities with equal 
opportunities.  
In this study, it is pointed out that access to user demands, criticisms 
and suggestions in architecture and urban design can be realized 
through social media. The data obtained by data mining method from a 
district is evaluated in this research. The study is proposed to support 
user-oriented design in urban environment. In the research, Istanbul 
was selected as central province and Ataşehir as an example district in 
order to reach user data. This study has been focused on the 
determination of the current status of public green areas and the user 
comments for these spaces. The research includes specially developed 
software that are used for mining data through social media and visual 
map analysis to collect citizen insights on planning decisions about 
green areas. In this study green space encompasses parks, gardens, 
forests and groves. The demands of the citizens about all green spaces 
on the determined location are evaluated. This study discusses how the 
methods designed for this research can be adapted to different research 
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in the field of design. This kind of approach to similar research is 
unprecedented with its specific software deliberately developed for this 
case study and with the determined location. 
 
DATA MINING IN ARCHITECTURAL AND URBAN DESIGN 
The rapid development of information technologies brings about 
changes in building and urban scale. With the concept of smart buildings 
and smart cities, sustainable designs are handled in a user-oriented 
manner and studies are carried out to increase service quality and 
efficiency. The emergence of smart cities and big data concepts provide 
new potential platforms to resolve various urban diseases (Pan et al., 
2016). The analysis of big data also provides predictions of urban life 
and allows alternative views for urban development by supporting 
everyday life and decision-making processes (Kitchin, 2014). There are 
research to determine the current status and identity of the city for 
efficient planning in urban development and correct operated design 
processes. Different scientific methods have been applied in these 
research. Chang et al. (2017) explored the different social areas of the 
city of Zurich, including parks, gardens, playgrounds and squares using 
data mining technologies. They pointed out that the interpretation of the 
available data with the methods they used could guide the designers in 
determining the urban identity characteristics for social areas. A similar 
study was carried out by Chang et al. (2018) for the city of Taipei where 
data mining technologies were used to determine both the socio-
economic behaviors of users and the current status of social areas. 
Based on the results obtained, an urban design workshop was 
organized, and the views and comments of citizens in the urban design 
decisions were taken over the web platform and were incorporated in 
designs. Access to more responsive and liveable urban ideals has been 
provided with their study. In a study conducted by Valls et al. (2018), it 
was concluded that it is possible to obtain valuable data and information 
to determine the different uses and architectural requirements of urban 
space, but it is emphasized that this data may be challenging to retrieve, 
structure, analyze and visualize. As stated in the same research, social 
media applications can be used as a tool to evaluate user responses in 
public participation processes before final project, as well as obtaining 
data for the initial definition of the project and feedback after the 
completion. Münster et al. (2017) pointed out that the detailed planning 
process does not constitute a guarantee for the broad acceptance of an 
envisioned urban project. Therefore, participation of inhabitants in 
urban planning processes, the digital environments and digitally 
supported approaches are important for this purpose. As it is mentioned 
in their research; social media is a virtual and two-way communication 
channel for user participation in urban planning.  
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Data mining and methods of use  
The interpretation of a large number of data produced everyday can no 
longer be processed manually. Therefore, data mining has become a 
very necessary field of study. Data mining is very useful for analysing 
situations where the relationship between input and output is complex 
and/or when there is a large amount of data. Data mining is commonly 
characterized by volume, velocity, variety, veracity and value concepts 
(N. Khan et al., 2014; Yang et al., 2017; Zikopoulos et al., 2012). Volume 
that is the magnitude of large-scale datasets (Rao et al., 2018) increases 
every day and the size of the data set increases as well. Velocity refers to 
the speed of change in data as social media posts (Hashem et al., 2015). 
Various data is stored from many resources, and different types of data 
can be used for information. Big data can be structured, unstructured or 
semi-structured data. Veracity represents the quality of data as it is 
reliable and generated correctly. The data should be convenient for the 
purpose and be up to date. Many benefits can be obtained by analysing 
and processing the big data referring to its value characteristic (Elragal, 
2014; Younas, 2019).    
Data mining algorithms are generally divided into two categories: 
Classification and Clustering. Classification algorithms are useful in 
predicting the label of a data that will come without tag information by 
training in a dataset containing tag information. Clustering algorithms 
are used to divide the dataset by the number of selected clusters 
without any tag information in the dataset obtained. The aim of this 
process is to keep the distance of the clusters to each other to the 
maximum and to keep the distance between the elements in the cluster 
to a minimum. Both main methods have many sub-algorithms. 
Classification algorithms include artificial neural networks, Support 
Vector Machines (SVM), Decision Tree (Lessmann et al., 2015; Nguyen et 
al., 2014; Wong, 2015). All these algorithms generate a model by 
training a training set. The test data is fed to the model, and it is 
expected that the data will be classified correctly. Clustering algorithms 
include k-means, fuzzy c-means, density-based clustering algorithms 
(Allahyari et al., 2017).  
The term data mining is commonly encountered in various sectors such 
as engineering, health, education, marketing and banking. The use of 
data mining is applied in order to process data having great importance 
in order to reach knowledge in the collected information. In our daily 
lives and in many sectors, the storage and analysis of the cumulating 
data becomes more difficult. However, the processing and 
interpretation of data becomes inevitable in the process of producing 
the required information. Data mining is broadly defined as the process 
of discovering interesting patterns and information from large amounts 
of data. These data sources can be databases, data warehouses, Web, 
other information repositories or data that is dynamically transferred to 
the system (Han et al., 2012). The ability to analyse data in the relevant 
field provides a significant advantage for those offering products and 
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services in that sector. Therefore, in the field of architecture and urban 
design, various studies are held by using data mining approach. When 
the importance of user types, characteristics, needs and demands at the 
design stage is taken into consideration, the analysis of available data 
will be valuable in design processes. The studies will especially prove to 
be beneficial in public open spaces where social life is shaped and social 
habits and preferences emerge. 
 
Mining of data through social media  
Obtaining and interpreting data in a medium where users can express 
themselves, thoughts and feelings guides researchers and planners. The 
undeniable power and rise of social media have given importance to 
scientific studies in this field. Social media has become a platform where 
real-time user views are shared extensively. It also constitutes an 
important source for obtaining positive or negative perceptions and 
comments in many cases. User demands in cities are shaped by a wide 
variety of users. 
The expansion of urban big data has an important role in the 
development of cities. Urban big data types are summarized under 
different topics. The type of data that includes examples such as social 
media, web usage, GPS, online social networks is called user-generated 
content (Thakuriah et al., 2017). Urban-scale research through social 
media is highly valuable in terms of access to large audiences. The 
positive contributions to decision-making processes in planning and 
design stages are emphasized in scientific research conducted through 
social media. In one example of these studies; Chen et al. (2017) used 
TripAdvisor social media application to examine how the city is 
perceived by tourists. Positive and negative comments were analysed 
and the issues that should be focused on planning and design in terms of 
parking problems were determined. They pointed out that further 
studies carried out via social media could include matters such as land 
use, transportation, open spaces, health, education and others. In 
another study conducted by Chen et al. (2016) for the city of Boston, 
data mining was carried out through different social media sources to 
uncover problems such as poorly or improperly used areas. Residents 
who share information about their environment through social media 
can complete or even change the information measured by physical 
sensors. Human perception provided by social media has the potential 
to support smart city initiatives (Doran et al., 2015). Mueller et al. 
(2018) define design feedback of the inhabitants as an essential way for 
a responsive city by integrating their ideas and wishes in design 
processes. Thus, citizen participation will contribute to transdisciplinary 
research studies. The intensive and widespread use of social media by 
the inhabitants can make it easier to obtain large-scale data on many 
different areas of the city. Planners and politicians can reach the 
opinions of the citizens on various issues about architectural and urban 
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design. On the other hand user participation has its challenges as there 
is always the risk of criticism. 
 
METHODS  
This research is based on two applications for the purpose of the study. 
Software called Tweet Grabber is developed to obtain a dataset of 
tweets from Ataşehir district in İstanbul containing keywords related to 
selected keywords and location. A selected algorithm is applied to detect 
comments about green spaces in the district by using the dataset based 
on user tweets. The green spaces in the district are calculated by the 
other developed software called Map Grabber. This software is used to 
detect all green areas automatically by using digital maps. The result of 
this detection is used to calculate the green spaces per inhabitant and to 
interpret the data obtained. In Figure 1, the data collection and 
processing methodology of the system are demonstrated. 
 

 
The results of tweets classified in the study are compared with the 
status of the green areas detected within the district. It is aimed to 
determine how the existing green spaces and services are evaluated by 
the users, what their wishes and expectations are, and what their 
suggestions and needs are for future projects. 
 
Data collection on social media  
Data is needed to analyse people's emotions through social media. 
Twitter was selected in this study as the source of social media data. 
Twitter has a growing popularity for leading user generated content 
(Kotzias et al., 2016) and acts as a valuable method to gather user 
viewpoints (Hasib et al., 2021). Twitter enables interactions between 
the users and institutions and the feedback help organizations to 
improve their services or products as well (Salur & Aydin, 2020). It is 
possible to search and collect tweets with various keywords on Twitter. 
Twitter allows access to their data with some limitations through its API 
(Valls et al., 2018). However, performing this process manually may take 
some time. For this reason, software called Tweet Grabber has been 

Figure 1. Data collection and 
processing methodology 
 

804 



 Data Mining the City: User Demands through Social Media  
 

 

IC
O

NA
RP

 –
 V

ol
um

e 
9,

 Is
su

e 
2 

/ 
Pu

bl
is

he
d:

  2
1.

12
.2

02
1 

developed that automatically saves tweets by searching with 
parameters such as keywords, location where the tweet was sent. A 
library called “tweetinvi” was used in the software infrastructure. There 
are similar studies in the literature (Chatterjee & Perrizo, 2015; 
Kobayashi et al., 2016). In order to use this library, it is necessary to 
take developer permission from Twitter and enter the developer ID 
codes given by Twitter into the library. The screenshot of the developed 
tool is given in Figure 2. This application is developed with C# language 
using the Tweet capture API provided by Twitter. With the developed 
interface, various parameters can be received from the user and fed to 
the Twitter API. Twitter has query limits because the Twitter API 
provides tweet capture. Within these limits (300 Tweets in 15 Minutes), 
multiple queries were made at different times to create the necessary 
tweet database. 
 

 
 
Since the study was in Turkey/İstanbul/Ataşehir location, Turkish 
keywords were used to search data to be received via Twitter. The 
keywords used are given below. 
 
• Green Area (Yeşil Alan) 
• Park (Park) 
• Grove (Koru) 
• Forest (Orman) 
• Tree (Ağaç) 
• Recreation Area (Rekreasyon Alanı) 
• Child Park (Çocuk Parkı) 
• Picnic (Piknik) 
• Garden (Bahçe) 
• Botanic Garden (Botanik Bahçe) 
• Hobby Garden (Hobi Bahçesi) 
The software collects keywords by scanning them on Twitter. At the end 
of the process, related tweets were collected in a text file. 
Finally, the tweet archive prepared by the “Kemik” study group at Yıldız 
Technical University was taken to be used as training data in the 
sentiment analysis (Amasyali et al., 2018). In this database, there are 
tweets containing the name of a commercial company from Turkey the 

Figure 2. Tweet Grabber 
application 
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database of which has been labelled by the Kemik research group. This 
archive contains approximately 17k tweets and tag information for each 
tweet. The labels that were used were positive, neutral and negative. 
 
Map extraction 
Detecting green areas in urban space is an important problem. This 
process can be done in several ways. The first is to obtain the data of the 
relevant municipalities. The second can be manually identified green 
areas through maps. Finally, the maps can be loaded into an application, 
and green areas can be detected automatically. 
There are many studies in the literature for automated green field 
detection. These are studies made with satellite map images. These 
studies basically take the images of online map providers such as Google 
Maps, Google Earth and OpenStreetMap and process them with various 
image processing techniques such as vegetation extraction, green area 
detection and water resource detection. Google and OpenStreetMap 
allow data to be retrieved and processed from their maps as long as the 
data is not used for commercial purposes (Google, 2021; 
OpenStreetMap, 2021). OpenStreetMap contains vectors; however, it is 
not possible to mark each green area separately. For example, a green 
area in the garden of an apartment will not be identified. In this respect, 
the system success performance of working with marked vectors will 
decrease. In a study with images taken from Google Earth (Almeer, 
2012), vegetation extraction is performed using the Back Propagation 
Neural Network algorithm. Pre-recorded images are fed to the algorithm 
for training, so that the vegetation is learned. It works successfully in 
places such as deserts, cities and highways. In another study conducted 
on Google Maps (Hegadi & Sangolli, 2011) segmentation was made 
according to colour characteristics; for example a coastal view 
distinguishes between sea and green fields. In the study by using the 
deep convolution neural network algorithm (Kaiser et al., 2017), it is 
possible to distinguish buildings and streets on maps obtained through 
OpenStreetMap. In the study of street level foliage analysis (Li et al., 
2015), street images were obtained via Google Street View. The green 
areas were determined according to the colour filtering on the street 
pictures taken. 
In this study, the Map Grabber software is developed in C# like the 
Tweet Grabber software. The purpose of this software is to detect all 
green areas in Ataşehir district borders. For this purpose, firstly all the 
borders of Ataşehir location were drawn as a polygon. With the 
developed software, all maps in the given borders were collected. Figure 
3 shows the software from which the maps were obtained. As a result of 
this process there were 124 map images in total. 
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Sentiment and map analysis methods 
Sentiment analysis method is one of several methods used to draw 
meaningful results from the data obtained through social media in order 
to improve product and service quality. A study was carried out to 
analyse emotions and classify them in categories of news, politics and 
culture by using Bayesian classification algorithm (Baykara & Gürtürk, 
2017; A. Khan et al., 2015; Pang & Lee, 2008; Santos & Gatti, 2014). In 
another study, word, semantic and character-based analysis was 
conducted for Turkish sentiment analysis (Amasyali et al., 2018). 
In this study, a data set was created by searching related keywords on 
Twitter. Each of the elements in this dataset should be classified as 
positive, negative or neutral. A tweet archive of approximately 17k was 
used for the training process, previously tagged by other researchers 
(Amasyali et al., 2018). There are 4500 positive, 6800 negative and 
5800 neutral tweets in the dataset used. 
Six different approaches have been applied for the classification of the 
dataset. These approaches are listed below: 
• Bag of Words (BoW): A matrix is created for all words in all 
documents. For each document, the number of words (TF) is recorded. 
It is then normalized with the reverse document frequency (TF-IDF). 
The extracted values are classified by machine learning algorithms such 
as SVM. In literature (Joulin et al., 2016; Schmidt & Wiegand, 2017), this 
algorithm is being used for hate recognition and author classification 
has been conducted. 

Figure 3. Map Grabber 
application 
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• N-Gram Bag: Indicates subtracting the repeat rate in a given 
sequence. N refers to the size of the sequence to be found in the text. A 
matrix is created based on the number of sequence sizes selected. The 
outputs are classified by a machine learning algorithm as in the Bag of 
Words method. 
• Word Vectors: The approach groups synonymous words and for 
this, it tries to find a space where the coordinates of the words with 
close meaning are close. A tool called Fasttext provides ready-made 
training vectors. With these vectors, word vectors are obtained with 
training examples. With Word2vec technique, the words in the text are 
expressed as a vector. The sample to be tested is matched to the closest 
group by looking at the spatial distance. 
• Long Short-Term Memory: In addition to whether the words are 
in the text or not, how words are arranged is also important. The 
sequence between words can be modelled with Long Short Term 
Memory algorithm. 
• Character Based Convolution Neural Networks: Includes 
embedding characters instead of words. The dimensions of word 
vectors can be very large. However, character vectors are quite small 
compared to word vectors. The algorithm generates the results with 
CNN algorithm by hovering filters over the generated matrix.  
 
“Character Based Convolutional Neural Networks CB (CB-CNN) 
algorithm was found to be a more successful classification method in the 
literature (Amasyali et al., 2018). With the selected (CB-CNN) algorithm, 
a model was created with 17k training data. The model created at this 
stage was classified by feeding tweets from Ataşehir location. After the 
sentiment analysis, the amount of green space has been extracted from 
the maps in order to compare with the current situation. 
Map analysis is an important issue in green field extraction. Green areas 
were determined from the raw images taken. An example of raw image 
is shown in Figure 4. 
 

 
 
 

Figure 4. Captured raw 
image 
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The raw image is first converted from the RGB colour space to the LAB 
colour space. The image is then segmented by colour by using K-Means 
algorithm. In the resulting clusters, clusters with green tones are 
selected, the remaining clusters are coloured with black. The processed 
image is shown in Figure 5. 
 

 
 
The number of pixels remaining in the processed image indicates the 
amount of green space. Based on the distance view point on the map, the 
total area is calculated based on the amount of area each pixel 
represents. 
 
RESEARCH FINDINGS 
Current situation analysis 
The green space in Ataşehir district was determined by using the image 
processing techniques. The total green area in the region is calculated to 
be 511k square meters. As reported by TUIK (Turkey Statistical 
Institute), Ataşehir district has a total population of 416,318 in 2018 
(TUIK, 2019). The District Municipality is updating this total as 422,513. 
District area is totally 25.84 square kilometres (Ataşehir Municipality, 
2020). The district appears as a region where construction activities and 
transportation density increase rapidly. The region is a developing part 
of the city with the potential demands of the residents.    
It is stated that the children's playground, park, square, district sports 
area, botanical park, recreation area and recreation infrastructure areas 
should be at least 10 square meters per person according to the plans 
made by the Ministry of Environment and Urbanization within the 
borders of district under the title of Open and Green Areas. This size was 
determined as 5 square meters per person for plans within the city 
borders including infrastructure spaces such as zoo, urban forest, 
afforestation area, exhibition, fairground/festival area and hippodrome. 
The same minimum area sizes are specified in the population groups of 
0-501.000 and over (Ministry of Environment and Urbanization, 2019). 
In this research, open and green space area for each person is found to 
be less than 2 square meters within the district. The ratio of open and 
green areas against the total district area is below 2%. This rate is far 
below the percentage of public green space in many world cities (e.g. 

Figure 5. Processed image 
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Amsterdam 13.0%, Cape Town 24.0%, London 33.0%, Hong Kong 
40.0%) (World Cities Culture Forum, 2019). 
 
Interpretation of Research Data 
In the study, the tweets of the users from Ataşehir district about the 
current status of green spaces were classified and fed to the model. 
There are 2969 tweets that are fed to the model. 72% of these tweets 
were negative, 18% positive and 10% neutral (Figure 6). 
 

 
 
The frequencies of words in tweets are summarized in two groups. In 
the first group, there are keywords used for searching data (Table 1) 
and in the second group the most used adjectives, pronouns, 
punctuations and other items are listed (Table 2). 
 
Table 1. Frequency of keywords in tweets 

No Word  Frequency 

1 picnic 534 
2 park 475 
3 area 416 
4 green 402 
5 garden 399 
6 grove 384 
7 tree 296 
8 child 166 
9 forest 142 

 
Almost all searched keywords were encountered in tweets. The words 
"picnic", "park" and "green/area" were mostly used by the residents. A 
significant majority mentioned the concepts of "garden", "grove" and 
"tree." In the second group, it is remarkable that exclamation and 
question marks are frequently used in the statements examined. It is 
observed that users are very responsive and questioning about parks 
and green areas. Words such as "a/one", "none", "more", "much/many", 
"but" exist widely in tweets. Users provided remarkable explanations 
and warnings about green areas within the district. 

Figure 6. Interpretation of 
tweets 

810 



 Data Mining the City: User Demands through Social Media  
 

 

IC
O

NA
RP

 –
 V

ol
um

e 
9,

 Is
su

e 
2 

/ 
Pu

bl
is

he
d:

  2
1.

12
.2

02
1 

User opinions about green areas are predominantly negative with a 
large quantity of 72%. In negative tweets, it is emphasized that green 
spaces are not cared enough, construction facilities are constantly 
increasing and conscious urbanization is not taken into consideration. 
Many tweets indicate that the green areas are inadequate and poor; 
requests for improvement are conveyed and criticism is included in 
planning and goal setting issues. Users with negative opinions have a 
critical approach to review environmental and urban planning policies. 
The needs for parks and green spaces are also expressed consistently. 
The residents state in many tweets that while urbanization increase in 
the form of concrete construction, green areas are gradually decreasing. 
They criticized the authorities for failing to take precautions in some 
cases. Users complained about the lack of parks and green spaces in 
many locations. 
 
Table 2. Frequency of other items in tweets 

No Word  Frequency 

1 a/one 792 
2 and 455 
3 ! 439 
4 ? 420 
5 this  374 
6 you 222 
7 what 213 
8 for 190 
9 none 166 

10 more 138 
11 much/many 137 
12 every 129 
13 but 119 
14 beside 102 
15 with 96 

 
When the content of positive tweets (18%) in the research is evaluated, 
it is found that individual areas and landscapes, some of the park 
samples and green space projects are appreciated. Some of the users 
told their personal opinions about sample projects and reported their 
likes. There are no positive opinions or notifications on green space 
adequacy, number of parks and the investment/planning policies 
throughout the district.  
The tweets reviewed contain only 10% neutral comments and opinions 
by users for the current situation. These users shared their opinions on 
social media under the title of green spaces, but no positive or negative 
opinions were found related to the study. However, the majority of 
neutral interpretations have wishes for the extension of green areas and 
parks. Although they do not contain negative expressions, those tweets 
highlight the sensitivity of the users about green spaces in the district. In 
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Table 3 there are sample tweets of the research which are fed to the 
model. 
 
Table 3. Sample of tweets by categories  

Positive 

Botanic garden in Ataşehir… 
The green area is wonderful. 

We dream of  botanical garden. 

The best park-garden I have ever seen. 

Neutral 

We wish green space and parking area. 

They can tear it down and make a great playground. 
A bright future for tomorrow ?? what should you leave to future 
generations. How about a curse or a prayer? Desert land or green 
area/forest. 

Negative 

We want green space, car parking and swimming pool, don't want high-
rise buildings that cause traffic congestion. 

Green area is not visible. 
Illegal parking, the lack of green space, the store products on the 
sidewalk and uniformity problem of colour and/or form in concrete 
work creates a terrible image. 
The green area was occupied. 

 
User opinions and demands were found to be compatible with the 
current park and green spaces situation of the district. The percentage 
of negative comments points to improper situations in planning and 
design. Since the size of the green area of the district is not at the level of 
the targeted standards, user dissatisfaction has increased. Users chose 
to share their expectations and criticisms for public and green spaces 
through Twitter application with other residents, local administrators 
and politicians. This dissatisfaction was revealed by user sentiment 
analysis as a result of data mining. Green space design projects and 
samples which were appreciated in the district were shared through 
social media and similar practices were requested.  
 
DISCUSSION AND CONCLUSION  
In this study, the total area of green spaces of the district is detected as 
insufficient against the targeted standards by the map processing 
method developed for this research. By user sentiment analysis on 
social media application Twitter, it is concluded that the user thoughts 
and demands are compatible with this result. The users mostly (72%) 
have complaints and dissatisfaction about green spaces. The developed 
applications help to support and check both the text and image data at 
the same time. This study enables to mine demands and thoughts of the 
users about green spaces of the district and evaluate this data by 
matching it with the actual condition of green areas. The applications 
and the methodology will help to promote citizen participation in taking 
decisions and design issues about urban planning and architecture. City 
planners, designers, and politicians can benefit from the information 
obtained from users of the district regarding their needs and the 
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inadequate green areas. In this study, a limited data set for processing 
and sample location is taken into consideration to evaluate. In future 
studies, social media can be used widely and locations can vary for other 
related research about urban issues such as water supplies or built 
environment. 
Improving the spatial and urban quality of life will be realized through 
accurate and well planned designs. A sufficient planning infrastructure 
is required for the healthy use of all spaces, structures and 
environments by citizens. Successful designs should be able to meet 
user needs and demands within sustainability and accessibility 
requirements. The direct impact of green spaces on urban life and public 
health and their positive contribution to environmental quality will 
increase the daily living standards of users. In order to determine the 
characteristics of these items and to analyse them spatially, it is 
important to determine user satisfaction. Based on the analysis of 
different living spaces, it will be possible to reach planning and design 
ideas throughout the city. Evaluating the user demands before the 
design stage will be a guide for healthy planning. Reaching user opinions 
and suggestions about existing designs promotes the collaboration for 
city development. Social and political areas will benefit from the positive 
contribution of user participation in planning and design stages. By the 
result of this research; it has been pointed out that mining data through 
social media can be used as an effective tool for planning decisions in 
the field of design. User data can be obtained through current and 
advanced information technologies. Social media has become an 
important medium as it provides users cross-sections from their daily 
lives and mediates the rapid dissemination of information. As in this 
case study, user sentiment analysis helps making sense of thousands of 
tweets written on social media. It is also observed that image processing 
methods can be used to find vegetation on maps and to automate 
significant detection. Processing and interpreting this data in a proper 
way will bring new dimensions for design issues. The developing trend 
of social media in social life enables these studies to be carried out more 
widely and in detail.  
Researchers from different disciplines will be able to contribute to 
design techniques by using data mining methods in architecture, urban 
modelling and planning. Analysing and interpreting design products, 
urban experiences and utilizing these experiences, thoughts, opinions 
and demands in new products and spatial designs will increase project 
success. Finding out how the products and designs presented to the 
users are perceived by them, how practical and real-life problems arise 
will generate useful feedback for all actors. Reaching the problems, 
needs and demands of the dwellers will become easier and more 
practical with these scientific research techniques. Perception and 
interpretation of the entire built environment and its products by users 
will be valuable for designers and politicians. It will be aimed to develop 
different support tools in terms of spatial planning and design. As in the 
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case study, users have dissatisfaction with parks and green areas 
planning and design within the district. A participatory planning and 
design will bring positive results in design processes by taking into 
account the spatial suggestions and demands of the users. It will be 
possible to develop policies for architectural and urban spaces and to 
make long-term planning decisions by using user demands and 
feedback. The researchers can include these outcomes in decision-
making processes of planning. The municipalities and designers can 
benefit from extraction process of user opinions. 
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